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What is a confidence interval 

A confidence interval gives an estimated range of values which is likely to 
include an unknown population parameter, the estimated range being 
calculated from a given set of sample data. 

Among all CIs with confidence level 1 − 𝛼 the best CI is the shortest CI 
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Example – law schools data 

 Data on 82 law schools (Efron and Tibshirani, 1993, page 21) 

 For each school we have data on mean LSAT and mean GPA of the students 

 TRUE correlation coefficient is 0.7599 
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Example – law schools data 

Sample of 15 out of 82 law schools (Efron and Tibshirani, 1993, page 19) 
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CI for the correlation coefficient 

Under standard assumptions: 𝑆𝐸 𝑟 =
1−𝑟2

𝑛−2
~𝑡(𝑛−2) 

So CI for Rho is  𝑟 ± 𝑡𝑛−2,1−𝛼 1 ∙ 𝑆𝐸(𝑟) 

 

 

 

 

 

It is easy to check that the confidence lever of this CI is actually 99%. 

But…  

 The upper confidence limit is greater than 1 

 The CI length is 0.755 

 Even if we set the upper confidence limit at 1, the CI length is 0.601, which is 
not very good 
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Possible solution – Fisher’s transformation 

𝑧 = log
1 + 𝑟

1 − 𝑟
  ~ 𝑁 0,  1 𝑛 − 3  

𝑟 =
𝑒2𝑧 − 1

𝑒2𝑧 + 1
 

Fisher’s CI length is 0.483 
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Sampling basics 

 We are interested in estimating a parameter 𝜃 of a population distribution 𝐹 

 We take a sample from the population: 𝑋1, 𝑋2,… , 𝑋𝑛 

 We assume that the samples are Independent and Identically Distributed 
random variables 

 This can be achieved only if the sample was taken from the population with 
replacement 

 From the sample we can estimate both 𝐹 and 𝜃 

 We denote the estimators by 𝐹 𝑛 and 𝜃 𝑛 
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The empirical distribution function 

 𝐹 𝑛 is called the empirical distribution function of the sample 

 𝐹 𝑛 𝑎 =
1

𝑛
 𝐼 𝑋𝑗 ≤ 𝑎𝑛

𝑗=1  
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The bootstrap principle 

 Estimate 𝐹 𝑛 by taking a sample from the sample. 

 Sampling should be with replacement, just as the original sample was 
assumed to be a sample with replacement 

 Denote the estimate of 𝐹 𝑛 by 𝐹𝑛
∗ 

 Since 𝐹𝑛
∗ is an estimate for 𝐹 𝑛 , and 𝐹 𝑛 is an estimate for 𝐹, then 𝐹𝑛

∗ is an 
estimate for 𝐹 

 Similarly, if we estimate 𝜃∗ from 𝐹𝑛
∗, then 𝜃∗ is an estimate for 𝜃 , which is an 

estimate to 𝜃 

 

 If we take many samples from the sample, we can estimate the standard 
deviation of 𝜃  
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Implementing the boot package 

1. Define a function that calculate the statistic we want from a sample 

2. Use the boot function to get R bootstrap replicates of the statistic 

3. Use the boot.ci function to get the confidence intervals 
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Define statistic function 



© Yossi Levy 2020 3 www.sci-princess.info 

13 

Use the boot function 
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Use the boot.ci function 
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 “by hand” calculations 
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Basic CI 

Recall that “usual” CI for a parameter is 𝜃 ± 1.96 ∙ 𝑆𝐸 

This assumes that the standardized empirical distribution of 𝜃  approaches the 
normal distribution 

 

But, actually the CI is (𝜃 + 𝑧𝛼 2 ∙ 𝑆𝐸,  𝜃 + 𝑧1−𝛼 2 ∙ 𝑆𝐸) 

And this translates to (𝜃 + (−1.96) ∙ 𝑆𝐸,  𝜃 + 1.96 ∙ 𝑆𝐸) 
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Basic CI 

We can generalize the CI as follows: 

𝐶𝐼 = (𝜃 + 𝑧𝛼1
∙ 𝑆𝐸, 𝜃 + 𝑧𝛼2

∙ 𝑆𝐸) 

Where 𝑧𝛼1
 and 𝑧𝛼2

 are quantiles from the standardized empirical distribution 𝐹  
which is estimated by 𝐹∗ 
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Basic CI 

The basic CI length is 0.470 
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Normal CI 

 The normal CI assumes normal distribution 

 However, the bias should be considered 

 Therefore standardized empirical distribution is assumed to be normal with 
mean=bias and standard deviation=1 

 So the confidence interval is (𝜃 − 𝑏𝑖𝑎𝑠) ± 𝑧1−𝛼 2 ∙ 𝑆𝐸 
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Normal CI 

The normal CI length is 0.507 
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Percentile CI 

 Just take the 2.5 and 97.5 percentiles of the empirical distribution 

The percentile CI length is 0.471 

But, why 2.5% and 97.5%? 
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Why 2.5% and 97.5% ? 
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Bias Correction acceleration (BCa) CI 

 Bias correction term: 𝑧 0 = Ф−1 𝐹∗ 𝜃  

     

 

 

 Acceleration term: 𝑎 =
 𝜃 ∗−𝜃−𝑗

∗𝑅
𝑗=1

6  𝜃 ∗−𝜃−𝑗
∗𝑅

𝑗=1

2 1.5 

The BC term rescales the empirical probability of 
𝜃  in terms of the standard normal distribution 

The acceleration term accounts for situations in which the standard 
error of an estimator changes depending on the true population 
value 

Recall that in this example 𝑆𝐸 𝑟 =
1−𝑟2

𝑛−2
  depends on r  
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If we sick 1 − 𝛼 confidence interval, we set: 

 

𝛼1 = Φ 𝑧 0 +
𝑧 0 + 𝑧𝛼 2 

1 − 𝑎 𝑧 0 + 𝑧𝛼 2 

𝛼2 = Φ 𝑧 0 +
𝑧 0 + 𝑧1−𝛼 2 

1 − 𝑎 𝑧 0 + 𝑧1−𝛼 2 

 

 

And then the CI will be the 𝛼1 and 𝛼2 quantiles of the empirical distribution 

Note that BCa assumes that n is “large”, otherwise the CI will be “unstable” 

 

In this example, the length of the BCa CI is 0.523 

Bias Correction acceleration (BCa) CI 
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Transformations 

 If we have a distribution that is not “nice”, we sometimes apply a 
transformation to the data 

 We can use this trick while bootstrapping: 

1. Take 𝑛 bootstrap samples 

2. Calculate the statistic from each of the samples 

3. Apply the transformation to the statistics 

4. Calculate bootstrap CI for the transformed statistic 

5. Apply inverse transformation to the CI 
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Fisher transformation CI 
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Fisher transformation CI 
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Summary 
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